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I. INTRODUCTION AND HYPOTHESIS

In lots of large digital collections the only way a user could access a digital object is via its
metadata. If metadata is not precise, contains inappropriate or less information users miss the
object, and data creators lost the energy they put in the creation and maintenance of it. In past
years there were some efforts in different digital collections to run research projects regarding
the metadata quality: define what it is, how to measure it, and suggesting methods to improve
it. Europeana’|— Europe’s digital library, museum and archives — just published a report [1]
about the current state of art of this topic within the institution. This report states: , There
was not enough scope for this Task Force to investigate elements such as metrics for metadata
quality or how EDM schema validation could affect metadata quality.’ﬂ This current research

Thttp://europeana.eu
2 p- 52. EDM stands for Europeana Data Model, Europeana’s metadata schema, see [2]


http://europeana.eu
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would like to start at exactly this point; we would like to set up a framework, which tests
incoming and existing records, checks them against quality requirements, gives the Europeana
community a dashboard about metrics, showing the historical changes of those metrics, and
provides tips and suggestions to data creators, aggregator institutions and different Europeana
teams.

The starting hypothesis is that it is possible to measure some factors of the data quality with
computational tools. Here we list just a few of those data quality features:

e the ,completeness” of the records: the ratio of the fields filled and unfilled
e there are mandatory fields, and if they are empty, the quality goes down
e whether the value of an individual field matches the rules of the metadata scheme

— there are fields which should match a known standard, for example ISO language
codes - you can apply rules to decide whether the value fits or not

— the ,data provider” field is a free text - no formal rule - but no individual record
could contain unique value, and when you import several thousands of new record,
they should not contain more than a couple new values

— there are fields which should contain URLSs or emails or dates, we can check whether
they fit for formal rules, and their content are in a reasonable range (we should not
have record created in the future for example)

e the probability that a given field value could be unique (the less other records have the
same value, the higher information value of a field instance)

e the probability that a record is not duplication of another record

The measurements gives information on three different areas: the data quality of a record, a
metadata scheme field, and a collection of records (all the records of a data provider, or all the
records in an ingestion session). The most of the measurements happen on record level. Here
we examine a number of metrics, and create an overall view of the record. By comparing metrics
of different records we can filter out "low quality" and exceptionally good records. Moreover
we can find records with similar features. The field level means, that with aggregating the
information collected on records level, plus analysing the completeness of individual instances
we examine the real usage patterns of a field (to see how it fits with the intended usage), and
the developers of the metadata scheme and applications can draw conclusions regarding to the
rules they applied on the field (for example the can provide good examples and anti-patterns
for data creators, or they can improve the user interfaces). On collection level there is no original
measurements, here we simple aggregate the data from the record and field level and provide
explanatory analyses of the local cataloguing/data transformation habits.

If we could extract the data quality features we can draw conclusions and use them in
several tasks. Some of these benefits:

e Working together with data creators on improving individual records or changing the
local metadata creation habits

e Working together with aggregators on refining the metadata transformation workflows,
to call attention to exceptions and local habits

e Improving ingestion workflow, filtering out records in an early stage
e Refining metadata scheme and documentation

e Refining end-user services (web interfaces and API) to build more on reliable fields,
prepare for typical exceptions
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Figure 1: The steps of data quality assurance.

I would like to call to the reader’s attention to a feature of any statistical tools, that they
will not give us one hundred percent reliable results, but an overall tendency. Fortunately we
can estimate the validity of our predictions with a level of accuracy and other metrics (in ideal
case with manual comparison we even can measure the recall and precision of our predictions).
Shortly: the results of the measurements usually are not intended to make decisions, but to
help in the decision making process.

II. WORKFLOW AND ARCHITECTURAL PLAN

There are three main points in current Europeana data management workflow where we can
check data quality. The first stage is the entry point of incoming records. In this point the
records are in some "raw" format, they might or might not be EDM schema record, so if we
want to run checks, we have to prepare for all formats Europeana ingests. When Europeana
ingest a record, it transforms it to EDM, and runs a couple of enhancement processes. That is
the second main point where a quality assurance has take place. And finally the third check
could happen after everything is stored in its final format. The first two stages require access
points from the ingestion process, and I have no sufficient information the internal details of
that to verify whether that is a realistic plan to implement those checks in the initial phase of the
research, so in Figure[I|I draw them with grey denoting as optional steps. Another uncertainty
is whether we can give back the measurements and metrics we get through the analyses, so we
suggest to create a Data Quality API with its own storage system. This API can be called from
the ingestion workflow, from the existing web interfaces, or can be used as standalone service.

The general metadata metrics along with other measurable metadata issues are stored in a
formal way in Measurement Catalog. The entries of it contain operational codes (which the
QA tools can use as plugins), description of the problem or measurable feature, the checking
stage, the level of measurement (field, record, collection). When a QA process is running, it
reads the runnable tasks from the Measurement Catalog. The process should provide back
some information about the actual overhead of the task, so in planning the next run, the data
quality operator (who is responsible for operate the tool) could plan the time and resource
requirements of each tasks.



A Metadata Quality Assurance Framework e September 2015

III. QUALITY METRICS

The conceptual framework for the following metrics were set up by Bruce and Hillmann [9].
Ochoa and Duval [20] worked out the computations for the Ariadne projectE] These metrics are
the research will begin with, but there will be more metrics in the future.

I. Completeness

A metadata instance should describe the resource as fully as possible. Also, the metadata fields
should be filled in for the majority of the resource population in order to make them useful for
any kind of service. While this definition is most certainly based in static library instance view
of metadata, it can be used to measure how much information is available about the resource.

N
P(i)
Qcomp = 7](:1]\] @)
Where

e P(i) is 1 if the i'" field has a no-null value, 0 otherwise.

e N is the number of fields defined in the metadata standard.

This approach doesn’t make differences between the importance of the fields, however in
practice some fields are more important than others. In the Europeana Data Model (EDM) [2]
(and almost every metadata scheme) there are mandatory and optional elements. The web site
and API use aggregated fields and facets. The Task Force report also talks about the differences
between fields. So we have enough information to set weights for each fields. To calculate
weighted value we have to apply the following equation:

N
Y a; x P(i)
k=1

_ @
Y ai
k=1

chomp =

Where

e 4, is the relative importance of the i*" field

II.  Accuracy

The information provided about the resource in the metadata instance should be as correct
as possible. Typographical errors, as well as factual errors, affect this quality dimension.
However, estimating the correctness of a value is in not always a right/wrong choice. There
are metadata fields that should receive a more subjective judgement. For example, while it is
easy to determine whether the file size or format are correct or not, the correctness of the title,
description or difficulty of an object has much more levels that are highly dependent of the
perception of the reviewer. In Europeana’s case this metrics is problematic, since we don’t have
the resource itself, only its metadata, so we are not able to extract term frequency of both.

N
Z tf(resource;) x tf (metadata;)
Quccu = 1\1]:1 N (3)
¢ZW%WW%xZﬁmmm@2
i=1 i=1

3The equations and bulk of the text of this section are copy from these two articles.
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Where

o tf(resource;) and tf(metadata;), are the relative frequency of the i word in the text
content of both the resource and the metadata.

e N is the total number of different words in both texts.

III. Conformance to Expectations

The degree to which metadata fulfils the requirements of a given community of users for a
given task could be considered as a major dimension of the quality of a metadata instance. If the
information stored in the metadata helps a community of practice to find, identify, select and
obtain resources without a major shift in their workflow it could be considered to conform to
the expectations of the community. According to the definition of quality (“fitness for purpose”)
used in this paper, this is one of the most important quality characteristics. We should measure
this metrics differently for categorical values (where a field could take a value from a limited
set), and free text values, which does not have this restriction.
Calculation for categorical fields:

infoContent(cat_field) = —log(f(value)) 4)
Where

o f(value) is the relative frequency of value in the categorical field for all the current instances
in the repository. This relative frequency is equivalent to the probability of value.

normalized form:

log(times(value))
log(n)

infoContent(cat_field) =1 — (5)
Where

e times(value) is the number of times that the value is present in that categorical field in the
whole repository.

e n is the total number of instances in the repository.

e When times(value) is 0 (the value is not present in the repository), the infoContent is 1.
On the other hand, if times(value) is equal to n (all the instances have the same value), the
infoContent is 0.

N
Y _infoContent(field;)
|
Qcmfo = N (6)

Where
e N is the number of categorical fields.

Calculation for free text fields:

N
infoContent (freetext_field) = Y tf(word;) x log( (7)
i=1

_t
df (word;)
Where

o tf(word,) is the term frequency of the i" word
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e df(word;) is the document frequency of the i** word.

e N is the number of words in the field.

N

Qtinfo = log () infoContent (field;)) (8)
i=1

IV. Logical Consistency and Coherence

Metadata should be consistent with standard definitions and concepts used in the domain. The
information contained in the metadata should also have internal coherence, that means that all
the fields describe the same resource.

Consistency:
brokeRule; = { 0 ;if instance complies with ith rulel; otherwise )
N
Y brokeRule;
Qeons =1 — = N (10)
Coherence:
N
Z tfldfl 1 timestfidfiﬂ
distance(f1, f2) = N (11)
\/Z tfidf; 1% Y tfidfz%fz
i=1
Where

o tfidf; fi1q is the Term Frequency Inverse Document Frequency of the i'" word in the
textual field f.

e N is the total number of different words in the field 1 and 2.

N N
ZZ{d istance(field;, field;);ifi < jO;otherwise
ij

QCOh - NX(N—l) (12)

2

V. Accessibility

Metadata that cannot be read or understood have no value. If the metadata are meant for
automated processing, for example GPS location, the main problem is physical accessibility
(incompatible formats or broken links). If the metadata are meant for human consumption, for
example Description, the main problem is cognitive accessibility (metadata is too difficult to
understand). These two different dimensions should be combined to estimate how easy is to
access and understand the information present in the metadata.

links(instancek)
, 13
Qi = max | (links(instance;)) (13)
ZFlesch(fieldtexti)
Qread = Z (14)

100 x N
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VI. Timeliness

Metadata should change whenever the described object changes (currency). Also, a complete
metadata instance should be available by the time the object is inserted in the repository (lag).
The lag description made by Bruce and Hillman, however, is focused in a static view of metadata.
In a digital library approach, the metadata about a resource is always increasing which each
new use of the resource. The lag, under this viewpoint, can be considered as the time that it
takes for the metadata to describe the object well enough to find it using the search engine
provided in the repository.

N .

y Qi — minQ;

= maxQ; — minQ;
Qcurr = qug =

N (15)

Where
e Q; is the value of the i quality metric (for example Qcomp, Qtinfo or Qread),

o minQ; and maxQ; are the minimum and maximum value of the i’ metric for all the
instances in the repository.

e N is the total number of metrics considered in the calculation.
e Qavg is then the average of the different quality metrics for a given instance.

Qcurryp — Qcurry

Qrime = Qcurry x (2 — t1)

(16)
Where
e t; is the time when the original currency (Qcurry) was measured

e 15 is the current time with is corresponding value of instantaneous currency (Qcurry).

prediction for t3:

Qcurriz = (1+ Qtimetz_ﬂ)(w_tz) x Qcurry (17)
Where

e Qtimes;_4 is the calculation of the Qtime metric during the interval between t; and t;.

e {3 is the time to which the Qcurr estimation is desired.

VII. Provenance

The source of the metadata can be another factor to determine its quality. Knowledge about who
created the instance, the level of expertise of the indexer, what methodologies were followed
at indexing time and what transformations the metadata has passed through, could provide
insight into the quality of the instance.

N
' Qavg;
Qprov = Reputation(S) = lle (18)
Where
e Qavg; is the Average Quality of the i instance contributed by the source S.
e N is the total number of instances produced by S.

e The Qprov of an instance is equal to the reputation of its source.



A Metadata Quality Assurance Framework e September 2015

IV. Toots

The following existing tools are at our disposal during the research:

e Europeana Search API — This API gives us possibilities to search for terms, field content
from a document’s perspective, and via the facets we can examine the nature of fields.

e Europeana Apache Solr index — The Search API is based on Apache Sollﬂ but naturally
it doesn’t expose all the possibilities Solr provides. We might install extra Solr plugins
which provide extra statistical metrics. The Solr has however a drawback, what it returns
is heavily depends on the Solr schema settings. Unfortunately in Europeana the full
database reindexing happens very rarely, however from time to time the schema has been
changed — it has a consequence, that the current database is not exactly shows what a
record contains, so some indexes reflect a historical state of a schema setting.

e Europeana Record API — The Search API provides a limited view of the the full record
however some metrics require accessing the full record.

e Europeana MongoDB database — The Europeana records are stored in a MongoDB
databaseﬂ The Record API doesn’t provide us any aggregation functions, and since Solr
index might not contain every aspect of a record, we might use the underlying Mongo
database for its aggregation functionality.

e A statistical software tool — We can extract a number of statistical features of the record set
from the above mentioned tools, they are not statistical tools, and at the time of writing
we expect, that we will need a proper statistical software tool (for example Rﬁ or some
fork of it, such as ]uliaE] or renjin ﬁ)

e Graph database — The accessibility metrics should be calculated by calculation of implicit
and explicit connections between records, which might involve an application of a graph
database such as Neo4ﬂ The introduction of any new application to the tool stack involve
a number of difficulties, so before decision making we should consider the equilibrium of
the benefits and disadvantages.

The Framework should able to manage big data sets, and thus should be able to scale up,
and run the analyses both in a single machine, and parallely in multiple nodes in a distributed
hardware environment. My preliminary researches [**| were based on MapReduce programming
model and the tools provided by Apache Hadoop software stack: Hadoop Distributed File
System and Java implementation of MapReduce.

V. CONTROL DATA SETS

The promise of the statistical approach is that it independent from the actual metadata scheme,
and it could be applied to any kind data collection based on a given metadata scheme. To
verify this promise we plan to work concurrently with two different kind of control groups.
The first one is a library catalog created in MARC. The natural choice would be the catalog
of Niedersachsische Staats- und Universitatsbibliothek, Gottingen (Germanyﬂ The second

4http://lucene.apache.org/solr/
Shttps://www.mongodb.org/
Shttps://wuw.r-project.org/
“nttp://julialang.org/
8http://www.renjin.org/
“http://neo4j.com/
10Codebase on GitHub: https://github.com/pkiraly/europeana-qa) first results: http://pkiraly.github.io/
2015/09/23/number-one/.
Hhttp://www.sub.uni-goettingen.de/
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one would be several different scientific datasets created at the Georg-August-Universitat
G'c')ttinge and intended to store for long term preservation. For long term preservation of
scientific dataset the metadata quality is a crucial factor, since metadata is usually the one and
only access points to the records, and bad metadata quality makes big (and expensive) datasets
inaccessible/uninterpretable.

VI. RELATED WORKS

Within W3C the Data on the Web Best Practices Working Group is preparing a Data Quality
Vocabulary [23], which describes how to publish data quality measurements in a Linked Data
context. The Framework should be able to report in a way which is conformant to this future
standard.

Within Digital Public Library of America (DPLA) there is a similar project focusing on the
data quality metrics of that project [24].

Within the CARARE project (Connecting Archeology and Architecture for Europeana)
Gavrilis and his colleagues created and implemented a metadata quality evaluation model,
which proposed a new weighting model to measure metrics from viewpoints of different usage
scenarios [28].

VII. PROJECT TASKS

The project has three — parallely running — phases, which strongly affect each others.
1. Planning and study phase (3-6 months)

(a) Studying similar international projects (such as metadata quality and information
quality studies/conferences, DPLA project)

(b) Defining what to measure, how to measure
2. Engineering phase (2 years)

(a) Create the general Quality Assurance framework concentrating on the core tasks.

(b) Creating the Measurement Catalog, translating the initial set of metrics into software
codes.

(¢) Run the code in a smaller set of records.
(d) Evaluating the results of the measurements
(e) See whether we should introduce other kind of metrics.

(f) Improve the tool to make it scalable and adapt to workflow of the host institu-
tions (Europeana, Niedersédchsische Staats- und Universitatsbibliothek, Gottingen
eResearch Alliance, GWDG).

3. Dissemination phase (6 months)
(a) Suggesting changes in the data creation, ingestion, and user interface development

tasks at the host institutions.

(b) Writing articles and maybe a Ph.D. dissertation — given if it has enough material in
the project.

(c) Propagating the method, and planning of its application for other data sets
As a result of email discussions between the Research and Development and the Technology

teams of Europeana and myself, they created a wiki and ticketing space E within Europeana’s
project management system for further discussions about the topic.

Phttp://www.uni-goettingen.de/
Bhttps://europeanadev.assembla.com/spaces/europeana-r-d/wiki/Task_Group_on_data_quality_
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